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A B S T R A C T   

The combined finite-discrete element method (FDEM) has been widely used for rock fracturing simulations. 
Conventionally, FDEM is realized using the intrinsic cohesive zone model (ICZM); however, it has the drawback 
of artificial compliance and high computational expense. As a complement, the extrinsic cohesive zone model 
(ECZM) is seen to be realized in FDEM recently, whereas the node splitting scheme utilized is cumbersome. Here, 
within the framework of ICZM-based FDEM, we propose a node binding scheme to efficiently bind the pre- 
discretized finite elements and thus guarantee the continuum behavior of materials in the elastic stage. The 
yield surfaces, controlled by ECZM, are dynamically embedded by invoking the pre-inserted cohesive elements. 
The effectiveness and efficiency of the proposed approach are validated and tested by performing a suite of 
numerical experiments. Compared with ICZM-based FDEM, the proposed approach can correctly capture ma
terial deformation and reduce the computation cost. In contrast to the existing ECZM-based FDEM, the proposed 
approach can overcome the frequent and complex element topology updating. This work provides a novel 
perspective that fully inherits the advantages of both ICZM and ECZM, but circumvents their shortcomings, 
which guarantees a more efficient and effective simulation of brittle material evolution from continuum to 
discontinuum.   

1. Introduction 

Since the pioneering work by Griffith (1920), fracture mechanics and 
damage mechanics have been extensively utilized in the fracturing 
analysis of brittle materials such as rocks. However, due to the inherent 
heterogeneity and anisotropy in rocks, the process of sub-critical and 
microcosmic crack propagation (see Fig. 1a) cannot be completely 
elucidated by such analytical approaches. Although a large number of 
laboratory experiments have been further performed to qualitatively 
and quantitatively investigate the mechanism of crack initiation, prop
agation and coalescence in rocks (Li et al. 2020; Wei et al. 2020), 
experimental results are greatly influenced by testing conditions such as 
specimen preparation, equipment accuracy and loading conditions. Any 
variation in the experimental process may yield different or even con
tradictory fracturing results. 

As a powerful complement to analytical and experimental methods, 

numerical simulations, owing to their rapidity and convenience, have 
been extensively employed in recent years to investigate the fracturing 
mechanism of rocks (Deng et al. 2021c; Duan et al. 2019; Euser et al. 
2019; Lisjak et al. 2017; Lisjak et al. 2013; Liu et al. 2018; Munjiza et al. 
2013). Generally, numerical approaches can be classified into three 
categories, i.e., continuum-based, discontinuum-based, and hybrid 
(combination of continuum- and discontinuum-based) approaches. 
Continuum-based approaches, such as the finite element method (FEM) 
(Ortiz and Structures 1988), boundary element method (BEM) (Aliabadi 
1997), extended finite element method (XFEM) (Belytschko et al. 2001), 
material point method (MPM) (Junior and Cheng 2013), peridynamics 
(PD) (Silling and Askari 2005) and phase field (PF) (Francfort and 
Marigo 1998), have difficulties in explicitly simulating the separation 
and healing of crack surfaces effectively. Discontinuum-based ap
proaches, for example, the discrete element method (DEM, with bonds) 
(Cundall and Strack 1979) and discontinuous deformation analysis 
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(DDA) (Shi and Goodman 1985), fail to accurately capture and estimate 
the deformation and stress distribution in solids due to the lack of 
theoretical basis of continuum mechanics. Particularly, the fracture 
morphology and porosity are poorly characterized in particle-based 
DEM due to unavoidable gaps between particles. The hybrid methods, 
such as the numerical manifold method (NMM) (Shi 1992), continuum- 
based discrete element method (CDEM) (Ju et al. 2016) and the com
bined finite-discrete element method (FDEM) (Munjiza 1992), because 
of their capability of capturing the deformation of continuum and the 
interaction between discrete objects, have proved to be superior to pure 
continuum-based or discontinuum-based approaches. However, not all 
hybrid models are capable of adequately modeling the progressive 
fracturing and failure progress of brittle rocks. 

As a typical hybrid approach originally proposed by Munjiza (Mun
jiza 1992), the FDEM, which merges FEM-based analysis of continua 
with DEM-based contact processing for discontinua, provides an effec
tive solution to simulate the fracturing behavior in rocks (Munjiza 
2004). Conventionally, the FDEM is realized using the intrinsic cohesive 
zone model (ICZM) with a traction-separation law, in which the 
modeling domain is first discretized into a series of finite elements. Then 
cohesive elements with zero initial thickness are inserted into the 
common boundaries between adjacent finite elements prior to the 
simulation. The finite elements can capture the deformation of the solid 
domain, and the intrinsic cohesive elements are responsible for simu
lating the inter-element crack initiation, propagation and coalescence 
(see Fig. 1b). Both types of elements participate in the computation from 
the beginning of the simulation. Because of the existence of an initial 
elastic stage in the traction-separation law of ICZM (see Fig. 1d), the 
intrinsic cohesive elements also sustain part of the material deformation 
before fracture onset. To reduce local stress oscillation induced by the 
non-smooth transition from cohesive element to contact in terms of 
nodal force calculation especially when compressive-shear fractures are 
generated, the brute-force contact activation is commonly adopted in 

most existing FDEM realizations, in which all finite elements are added 
to the contact list from the onset of the simulation (Deng et al. 2021a). 
However, such an early participation of finite elements in contact 
calculation (even during the elastic deformation regime) would no 
doubt increase the computational cost. As an improvement, a semi- 
adaptive contact activation approach is recently proposed in which 
the contact interaction between adjacent finite elements is only invoked 
when the corresponding cohesive element is completely broken (Fukuda 
et al. 2021). 

Because finite elements and intrinsic cohesive elements use different 
types of constitutive laws, they deform at different rates even in the 
elastic deformation stage, and thus may cause discontinuous strains 
across adjacent finite elements and make the originally continuous 
model domain behave like a discontinuum before fracture onset. 
Essentially, such a common ICZM-based FDEM realization is more 
discontinuum-oriented, and for easy reference, it is referred to as 
“dFDEM” hereafter. Due to its ease of implementation, dFDEM is 
increasingly popular and has been incorporated into many commercial 
and research codes such as ABAQUS (Jiang et al. 2020), Y-code (Munjiza 
2004), Y-Geo (Lisjak et al. 2018), HOSS (Euser et al. 2019), Irazu 
(Mahabadi et al. 2012), Y-HFDEM (Liu et al. 2015), Solidity (Lei et al. 
2016) and MultiFracS (Yan et al. 2021). To date, the dFDEM has been 
widely used in many aspects of rock mechanics for fracturing-related 
analyses from laboratory to engineering field scale, such as blasting 
(Han et al. 2020b; Wang et al. 2021), discrete fracture network (Lei and 
Gao 2018; Lei et al. 2021a), tunnel excavation (Han et al. 2020a), 
acoustic emission monitoring (Lisjak et al. 2013; Zhao et al. 2014; Zhao 
et al. 2015) and multi-physics/field coupling (Yan et al. 2018; Yan et al. 
2022). 

Nevertheless, since the inherent stiffness difference between the 
intrinsic cohesive elements and the solid finite elements, the dFDEM 
usually yields a smaller overall material elastic modulus than the true 
value, i.e., stiffness reduction, or the so-called artificial compliance 
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Fig. 1. Material fracturing modeling in dFDEM and cFDEM, respectively. (a) Conceptual model of FPZ (fracture process zone) development ahead of fracture tip in 
brittle material (modified from Mohammadnejad et al. 2018). The implementation of FPZ in Mode I and II in (b) dFDEM and (c) cFDEM. (d) ICZM for Mode I and II. 
(e) ECZM for Mode I and II. The Gf1 and Gf2 denote the Mode I and II fracture energy, respectively; c and φ represent the cohesion and internal friction angle, 
respectively; σ and τ are the tensile and shear stress of cohesive elements, respectively; ft and fs are the tensile and shear strength, respectively; δnp and δtp are the 
elastic limits of the normal and tangential separations, respectively; δnc and δtc are the maximum tensile and shear separation, respectively. 
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problem (Xu et al. 2022) (as will be detailed in Section 4.1). For a similar 
reason, the dFDEM could produce larger fracture apertures than the real 
one (as will be proved in Section 4.2), which may cause significant in
accuracy in fluid–solid coupling problems such as hydraulic fracturing 
simulation due to the sensitivity of fluid pressure to fracture aperture 
(Lisjak et al. 2017; Yan and Jiao 2018; Yan et al. 2018). To alleviate such 
an artificial compliance problem, a larger intrinsic cohesive element 
stiffness has to be employed during the elastic stage, which no doubt will 
decrease the modeling time step and thus increase the computational 
expense (Tatone and Grasselli 2015). Together with the fact that all 
cohesive elements, which are at least 1.5 (in 2D) or 2 (in 3D) times of the 
solid finite elements, participate in the computation from the beginning 
of the simulation, the conventional dFDEM is unquestionably a 
computationally expensive approach (Deng et al. 2021d; Lisjak et al. 
2014; Liu and Deng 2019; Yan et al. 2018). 

To overcome the aforementioned deficiencies in conventional 
dFDEM, Fukuda et al. (2020) recently introduced the extrinsic cohesive 
zone model (ECZM) in FDEM for inter-element fracturing simulation, 
where cohesive elements are adaptively inserted between adjacent finite 
elements based on a stress-based strength criterion (see Fig. 1c). 
Different from the intrinsic cohesive elements, the extrinsic cohesive 
elements directly enter the strain-softening stage after insertion and do 
not bear material elastic deformation (see Fig. 1e), which guarantees the 
continuum behavior of numerical models prior to fracture onset and 
thus can readily avoid the artificial compliance problem in dFDEM. 
Compared with dFDEM, this type of FDEM realization is more 
continuum-oriented, and is thus abbreviated as “cFDEM” hereafter. 
Since the computation of cohesive elements is not needed in the elastic 
stage, cFDEM is theoretically less computationally intensive and could 
generate more reasonable results than dFDEM. However, the adaptive 
insertion of cohesive elements during the simulation is very challenging, 
which requires a robust splitting of local nodes between adjacent finite 
elements and a frequent update of the topology information of related 
elements. The node splitting scheme cannot be straightforwardly ach
ieved, especially in 3D simulations due to the more complicated spatial 
topological connection between elements, and it can also introduce 
considerable computation overhead (Fukuda et al. 2021). Additionally, 
the complexity of the node splitting scheme in such cFDEM realization 
could increase the difficulty in code parallelization and may reduce the 
computational stability compared with dFDEM. 

To circumvent the disadvantages of the conventional ICZM-based 
dFDEM and the existing ECZM-based cFDEM using node splitting 
scheme, we propose a novel implementation of ECZM in 2D FDEM using 
node binding scheme based on our in-house FDEM code – Pamuco 
(Parallel • multiphysics • coupling). Specifically, similar to dFDEM, we 
first discretize the numerical model domain into finite elements and re- 
joint them with zero-thickness cohesive elements; then, instead of 
splitting nodes such that in the existing cFDEM, we use a node binding 
scheme, in a master–slave manner, to bind nodes that share the same 

original coordinates during the elastic deformation stage. The proposed 
cFDEM realization suppresses the calculation of cohesive elements prior 
to fracture onset, which ensures the continuum behavior of the model 
domain in the elastic stage. When a certain strength criterion is reached, 
the pre-inserted cohesive element will be invoked and enter the strain- 
softening stage like that in ECZM. Meanwhile, the node binding lists 
will be automatically updated to accommodate the explicit separation of 
fracture surfaces. Essentially, the proposed cFDEM inherits the merits of 
both ICZM and ECZM, but avoids their shortcomings. That is, it gener
ates reasonable results like the existing ECZM-based cFDEM, but evades 
its challenging node splitting and frequent updating of element topology 
information. Additionally, since no cohesive element computation is 
needed during the elastic stage, the proposed cFDEM could reduce the 
computational cost substantially. 

The paper is organized as follows. In Section 2, we introduce the 
fundamental principles of FDEM and our proposed node binding 
scheme. In Section 3, a series of benchmark cases are performed to 
validate the proposed cFDEM. Then, the advantages of cFDEM over 
dFDEM are demonstrated in Section 4 in terms of simulated model 
stiffness, generated fracture aperture and computational efficiency. 
Conclusions are drawn in Section 5. 

2. Formulations of the proposed cFDEM 

In this section, we first briefly illustrate the governing equations and 
the calculation of Cauchy stress in FDEM. Then, the proposed node 
binding scheme is introduced, which ensures the equivalent continuum 
behavior of the model domain in the elastic deformation stage. 
Following this, we demonstrate the realization of fracture initiation and 
propagation in the proposed cFDEM. 

2.1. Governing equations and stress–strain formulation 

The FDEM uses an explicit time integration scheme to solve the 
motion equations and to update the velocity and displacement of each 
node at each time step. The governing equation is (Munjiza 2004) 

Mẍ(t) + Cẋ(t) = f (1)  

where M is the nodal mass matrix, C is the damping matrix, x is the nodal 
displacement vector, ẍ and ẋ are the nodal acceleration and velocity 
vectors, respectively, and f represents the total force vector. The me
chanical behavior of constant strain finite elements can be expressed by 
(Munjiza 2004) 

σij =
λ
2

(

J −
1
J

)

δij +
μ
J
(
Bij − δij

)
+ ηDij (i, j = 1, 2) (2)  

where σij represents the Cauchy stress tensor, λ and μ are the Lame 
constants, Bij denotes the left Cauchy-Green strain, Dij is the rate of 
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Fig. 2. Mesh discretization and re-join of triangular finite elements by cohesive elements. Nodes 0 to 5 are slave nodes and are bound together as a group identified 
by a master Node i located inside the model; similarly, slave nodes 6 and 7 are also bound together and identified by another master Node j located on the model 
boundary. The triangular finite elements are marked as E1, E2, E3, E4, E5 and E6 in clockwise order. 
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deformation tensor, J is the determinant of deformation gradient, η is 
the viscous damping coefficient, and δij is the Kronecker delta. The Bij 

and Dij are calculated by deformation gradient and velocity gradient, 
respectively. 

2.2. Elastic deformation and node binding scheme 

To inherit the advantages of the existing ECZM-based cFDEM for 
material deformation simulation in the elastic stage and to avoid its 
challenging and frequent updating of element topology information 
when new fractures are initiated, in the proposed realization of cFDEM, 
we first borrow the strategies used in the ICZM-based dFDEM for 
element topology processing. Taking the model presented in Fig. 2 for 
example, before the simulation, we discretize the whole continuous 
model domain into six triangular finite elements (Fig. 2a), and then 
separate them into independent ones (without node sharing) and re- 
joint adjacent finite elements with four-node zero-thickness cohesive 
elements (Fig. 2b, the cohesive element thickness is exaggerated for 
better visualization). We retain the new topology information of both 
finite elements and cohesive elements after model discretization. 

To prepare for the node binding scheme in a later stage, during the 

model discretization procedure, we also reserve the mapping informa
tion from the original nodes before model discretization (denoted as 
master nodes, e.g., Node i in Fig. 2a) to the corresponding new nodes 
after model discretization (denoted as slave nodes, e.g., Nodes 0 to 5 in 
Fig. 2b) in a master–slave manner. Each master node corresponds to 
several slave nodes, forming a master–slave group. This mapping in
formation between the master and slave nodes can be saved in a list such 
as 0 → i, 1 → i, …, 5 → i (Fig. 2c). If a master node is located inside the 
model (i.e., not connected to any model boundaries, e.g., Node i), all its 
slave nodes will be stored in a circular linked list according to their 
relative positions, e.g., 0 → 1 → 2 → 3 → 4 → 5 → 0 (Fig. 2c). However, if 
a master node is located on the model boundary (e.g., Node j), its slave 
nodes (e.g., Nodes 6, 7) can be stored in an open linked list, e.g., 6 → 7. It 
is worth noting that the master nodes from the original mesh are merely 
used as identifiers for each slave node group. After model discretization, 
the original mesh topology information will be abandoned, and all later 
computations will be conducted only based on the new element 
topology. 

To avoid the discontinuous elastic deformation similar to that in the 
ICZM-based dFDEM caused by the different stiffness between finite el
ements and cohesive elements, we suppress the functionality of pre- 
inserted cohesive elements (i.e., they will not participate in the 
computation) during the elastic stage by binding the slave nodes in each 
group. In other words, the slave nodes in the same group will displace 
together with their master node and share identical coordinates, which 
guarantees pure continuous deformation in areas without yield surfaces 
(i.e., the cohesive elements entered into the strain-softening stage) or 
fractures (i.e., the complete breakage of cohesive elements). Specif
ically, in each iteration (one time step), during the simulation, after 
calculating the nodal parameters (e.g., displacement and velocity) in 
each finite element, based on the master–slave node group information 
constructed earlier, the nodal forces and nodal masses of slave nodes in 
each group are all accumulated to their master node. Then, the accel
eration ẍi(t) of the master node can be determined by Eq. (1), and its 
velocity ẋi(t + Δt) is updated by the central difference scheme (Munjiza 
2004) 

ẋi(t + Δt) = ẋi(t) + ẍi(t)⋅Δt (3)  

where Δt is the time step, and t and t + Δt denote the previous and 
current time instants, respectively. The coordinates xi(t + Δt) of the 
master node can be updated by 

xi(t + Δt) = xi(t) + ẋi(t + Δt)⋅Δt (4) 

At the end of each iteration, the velocities and coordinates of all slave 
nodes in the same group need to be synchronized as the same as their 
master node. The workflow for elastic deformation calculation in the 
proposed cFDEM is illustrated in Fig. 3. In contrast, in the framework of 
the ICZM-based dFDEM, the variables of each node are independently 
calculated and updated, which inevitably leads to different nodal ve
locities and coordinates among nodes that are supposed to have iden
tical values, and thus results in the incompatible strain between adjacent 
finite elements. Additionally, our proposed node binding scheme avoids 
the time-consuming computation of cohesive elements during the elastic 
stage, and can save considerable computational costs. 

2.3. Fracture initiation and propagation 

Rock failure is a progressive damage process where microcracks are 
first initiated, and then gradually developed into meso- or macro- 
fractures (see Fig. 1a). To simulate fracture initiation and propagation, 
in our proposed cFDEM, the yield surfaces are dynamically embedded by 
invoking the pre-inserted cohesive elements when the strength criterion 
is reached. Here, we use the Mohr-Coulomb and maximum tensile 
strength criterion shown in Fig. 4 to simulate both the shear and tensile 
fractures. The cohesive element is invoked when both the Cauchy 
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Fig. 3. Workflow of elastic deformation computation in the proposed cFDEM.  
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Fig. 4. Schematic of the Mohr-Coulomb and maximum tensile strength crite
rion. σn and τs are the normal and tangential stress resolved along the cohesive 
element, respectively; c and φ denote the material cohesion and internal friction 
angle, respectively; ft is the tensile strength. The inner normal direction of the 
cohesive element is denoted by n. 
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stresses of the two adjacent finite elements (calculated using Eq. (2)) 
resolved on their common edge (i.e., the common cohesive element) 
satisfy the following conditions: 
{

σn < − ft, Tensile failure
τs > c + σntanφ, Shear failure (5)  

where σn and τs are the normal and tangential stresses on the common 
edge, respectively; ft is the material tensile strength; c and φ denote the 
cohesion and internal friction angle, respectively. These material pa
rameters are directly assigned to cohesive elements. The sign convention 
of tension as negative is used here. The tensile and shear cracks are 
initiated when the local stresses meet the tensile and shear strength, 
respectively. It is worth noting that other strength criteria can also be 
implemented in our proposed cFDEM framework to replace the Mohr- 
Coulomb and maximum tensile strength criterion. 

It is pertinent to point out that when tensile failure occurs first while 
the shear stress has not reached the shear strength, the continuity of 
shear stress before and after activating the cohesive element is not well 
solved at the moment; similar problems exist for the continuity of tensile 
stress when shear failure occurs first. This is a challenging and long- 
lasting problem in cohesive element related approaches, as pointed 
out in previous studies (Fukuda et al. 2021; Knight et al. 2020; Papoulia 
et al. 2003; Sam et al. 2005). However, solving this problem is out of the 
scope of current work. 

When a pre-inserted cohesive element is invoked and marked as a 
yield surface, the master–slave node mapping list and the two groups of 
slave node linked lists corresponding to the two master nodes related to 
the cohesive element need to be updated accordingly. This update en
sures the independent computation of the elastic deformation of finite 
elements located on the two sides of the yield surface (or fracture, if the 
yield surface is broken later) and allows the relative displacement be
tween the two edges of the cohesive element. Continuing with the 
example shown in Fig. 2 and focusing on the master Node i, once the 
cohesive element between Elements E4 and E5 becomes a yield surface, 
the connection between the slave Nodes 3 and 4 will be cut out, and the 
previous circular linked list becomes an open linked list, such as 4 → 5 
→ 0 → 1 → 2 → 3 (Fig. 5a); however, the slave Nodes 0 to 5 are still in the 

same group and mapped to the same master Node i at this time, since 
they are located at a fracture tip inside the model and have to be 
enforced to displace together. As the model evolves and another cohe
sive element is invoked, say, the one between Elements E6 and E1, the 
connection between the slave Nodes 0 and 5 will again be cut out, and 
the previous open linked list becomes two open linked lists, i.e., 0 → 1 → 
2 → 3 and 4 → 5 (Fig. 5b). Then, the slave Nodes 0 to 5 are divided into 
two groups, and they are respectively mapped to a new master Node k 
and the old master Node i (Fig. 5b). Further invocation of cohesive el
ements, e.g., the one between Elements E2 and E3 shown in Fig. 5c, can 
be realized by repeating the above procedure. The other nodes of these 
invoked cohesive elements should also be processed at the same time in 
a similar manner. 

It can be seen that only when a slave node linked list to be cut out is 
an open list, i.e., the corresponding master node is either located on the 
model boundaries or connected to an existing yield surface, a new 
master node is needed to update the master–slave node mapping list and 
the slave node group lists. Otherwise, if a slave node linked list is a 
circular list, i.e., the corresponding master node must be located inside 
the model and not connected to any yield surfaces, we only need to 
break it into an open linked list, and no master–slave mapping infor
mation and slave node group information needs to be altered. Based on 
this straightforward rule, we can also avoid the constant and tedious 
checking of whether a node is at model boundaries like that in the 
existing ECZM-based cFDEM when conducting the node splitting pro
cedure. Once the linked lists of slave node groups and the master–slave 
node mapping list are updated, they will be used to calculate the cor
responding elastic deformation by iterating the node binding scheme 
presented in Section 2.2. 

Upon the invocation of a cohesive element and the update of cor
responding master–slave node lists, the cohesive element starts to 
participate in the computation and its mechanical behaviors are 
controlled by the traction-separation-based strain-softening laws of 
ECZM shown in Fig. 1e. After this, the two edges of the yield surface may 
displace relative to each other (i.e., open or slide) depending on the 
subjected stress conditions. Note that if a yield surface is an isolated one 
(i.e., not connected to any other yield surfaces) and not linked to any 
model boundaries, its two edges will have no relative displacement due 

Fig. 5. Schematic of updating the master–slave node mapping list and slave node group linked lists when pre-inserted cohesive elements are invoked. The triangular 
finite elements are marked as E1, E2, E3, E4, E5 and E6 in clockwise order, and Nodes i, k and m are the master nodes used to bind the slave Nodes 0 to 5. 
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to the constraint of the node binding scheme acting on its two tips, 
although the relative displacement is technically allowed. In other 
words, the relative displacement of the two edges of a yield surface is 
possible only if it is either connected to a model boundary or linked to 
any other existing yield surfaces and forms a separable surface. How
ever, in contrast to the existing ECZM-based cFDEM, we do not need to 
explicitly check whether a new yield surface can form a separable 
surface. 

When a cohesive element enters the yield stage, the separation vector 
δ quantifying the relative displacement of its two edges at any point is 
given by 

δ = δnn + δtt (6)  

where n and t are the normal and tangential unit vectors that define a 
local coordinate system with respect to the yield surface, respectively 
(Lei et al. 2021b); δn and δt are the normal and tangential separations at 
any point on the yield surface, respectively. The local traction vector p 
can be represented by 

p = σn + τt (7)  

where σ and τ are the normal and tangential stresses in the direction of n 
and t, respectively. Based on the strain-softening law in ECZM, the 
interfacial potential is defined as a function of the separation vector 
components as (Camacho and Ortiz 1996; Xu and Needleman 1993) 

p = ∇φ(δn, δt) =
∂φ
∂δn

n +
∂φ
∂δt

t (8)  

where ∇ denotes the gradient operator that is the spatial derivative of n 
and t. For convenience, the interfacial potential can be further simplified 

as a function of an intermediate variable δ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

δ2
n + δ2

t

√

, thus 

p = ∇φ(δ) =

(
∂δ
∂δn

n +
∂δ
∂δt

t
)

f (δ) (9)  

where, 

f (δ) =
dφ(δ)

dδ
(10)  

represents the shape of the strain-softening curve, which could be 
determined by laboratory experiments (Anyfantis and Tsouvalis 2012). 

In this study, similar to other FDEM implementations (Deng et al. 
2021b), we use three integration points (two endpoints and one middle 
point) on a yield surface to check the softening characteristics of a 
cohesive element, by balancing between computational efficiency and 
computational accuracy. A variable d is defined at each integration point 
to characterize the damage evolution associated with the yield surface, i. 
e., 

d = min

⎛

⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(

δn

δnc

)2

+

(
δt

δtc

)2
√

, 1

⎞

⎠ (11)  

where δnc and δtc are the maximum tensile and shear separations, 
respectively. The integration point on a cohesive element is completely 
damaged when d = 1. If three integration points are completely 
damaged, we deem that a new fracture is generated from the cohesive 
element (i.e., the complete breakage of the yield surface or cohesive 
element), and the fracture types (tensile or shear) are determined by the 
failure types. For tensile failure, we can obtain (Lei et al. 2021b) 

σ = z(d)ft (12)  

where ft is the tensile stress, and z(d) denotes the heuristic softening 
function given by (Munjiza et al. 1999) 

z(d) =

[

1 −
A + B − 1

A + B
exp

(

d
A + CB

(A + B)(1 − A − B)

)]

×

[
A(1 − d) + B(1 − d)C ]

(0⩽d⩽1)
(13)  

where A, B and C are intrinsic rock parameters (0.63, 1.8, and 6.0, 
respectively) that determine the shapes of the strain-softening curve. 
The Mode I fracture energy Gf1 can be represented by 

Gf 1 =

∫ δnc

0
σ dδn (14) 

For shear failure, we can also obtain the shear stress (Lei et al. 2021b) 
and Mode II fracture energy Gf2 by 

τ = z(d)fs (15)  

and 

Gf 2 =

∫ δtc

0
τ dδt (16)  

where fs is the shear strength. 
During this strain-softening procedure for fracturing simulation, no 

node splitting and element topology update is needed in our proposed 
cFDEM. When new fractures are generated from the yield surfaces when 
all integration points are completely damaged (d = 1), the computation 
of the corresponding cohesive elements will be terminated. Then the 
finite elements on the two sides of the fractures are free to move and thus 
realize an explicit separation of fracture surfaces (i.e., strong disconti
nuities). Then, the interactions between the finite elements on the two 
sides of the fractures will be controlled by contact algorithms, which 
involve contact detection and contact interaction. The contact detection 
of whether finite elements at boundaries are in touch is conducted using 
the efficient NBS (non-binary search) algorithm, with its complexity 

Fig. 6. Simulation workflow of the proposed cFDEM.  
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linearly proportional to the total number of contact couples (Munjiza 
and Andrews 1998). Regarding contact interaction, the calculation of 
normal contact force is based on the overlap area of contact couples, 
while the shear contact force is determined by their relative sliding 
displacement (Munjiza 2004). More details regarding the formulations 
of normal and tangential contact forces are demonstrated in Appendix A. 

To summarize, the complete simulation workflow, including pre- 
processing, mechanical solver and post-processing in the proposed 
cFDEM, is presented in Fig. 6. 

3. Validations of the proposed cFDEM 

In this section, several specially designed numerical experiments are 
conducted to validate the proposed cFDEM. First, we adopt a thick-wall 
cylinder under constant inner pressure to validate the accuracy of 
cFDEM for elastic deformation and stress simulation. Then a series of 
triaxial compression and direct tension tests are performed to test the 
accuracy of the implementation of the Mohr-Coulomb and maximum 
tensile strength criterion. Finally, several representative benchmarks are 
utilized to validate the capability of the proposed cFDEM for fracture 
initiation and propagation simulation in models with a pre-existing flaw. 

3.1. Internal pressurized hollow cylinder test 

A thick-wall cylinder with an inner diameter a = 2 m and outer 
diameter b = 5 m is first used to test the correctness of the proposed 
cFDEM for elastic deformation simulation. The cylinder is assumed 
homogeneous and isotropic, and a pressure P = 10 MPa is applied to the 

inner boundary and the outer boundary is free to move (see Fig. 7a). The 
analytical solution for the displacement and stress distribution in the 
thick-wall cylinder under the plane stress condition is given by (Timo
shenko and Goodier 1970) 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ur =
a2

E
(
b2 − a2)r

(
(1 − v)r2 + (1 + v)b2 )P

σr = −
b2/r2 − 1
b2/a2 − 1

P

σθ =
b2/r2 + 1
b2/a2 − 1

P

(17)  

where u and σ respectively denote the displacement and stress, and the 
subscripts r and θ represent the radial and angular directions, respec
tively, in the polar coordinate system. Here, r starts from the cylinder 
center and θ is anti-clockwise positive from the right. We use Young’s 
modulus E = 30GPa, Poisson’s ratio ν = 0.27 and viscous damping co
efficient η = 3.4 × 105 kg/m⋅s in the model, and the parameters used can 
guarantee that the model is still in the elastic deformation stage. Note 
that the calculation of viscous damping coefficient for finite elements 
can refer to previous work (Tatone and Grasselli 2015). The model 
consists of 35,028 triangular elements with an average element size of 
0.1 m, and an unstructured Delaunay triangulation mesh scheme is 
utilized. The total simulation time is 9 × 10-2 s with a time step of 9.0 ×
10-7 s. To maintain a stable pressure on the inner boundary, the pressure 
on the inner boundary is increased gradually from 0 to the prescribed 
value via a time span of 2 × 10-2 s. The distributions of ur, σr and σθ with 
respect to r from both the analytical solution and the proposed cFDEM 

b
a

P

r

Fig. 7. (a) Model geometry of the hollow thick-wall cylinder. Comparison of (b) radial displacement, (c) radial stress and (d) tangential stress distribution in the 
cylinder between the analytical solution and the cFDEM simulated results. 

v

v

v

v

x

1

3

y

Fig. 8. Triaxial compression and direct tension tests. (a) Triaxial compression test. (b) Direct tension test. (c) Comparison between the cFDEM simulated σ1-σ3 
relations and the theoretical curves of Mohr-Coulomb and maximum tensile strength criterion in principal stress space. 
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are presented in Fig. 7b-d. It can be seen that the cFDEM simulated re
sults are in good agreement with the analytical solution, which validates 
the accuracy of our proposed cFDEM for elastic deformation simulation 
using the node binding scheme. 

3.2. Implementation accuracy of the strength criterion 

To test the implementation accuracy of the Mohr-Coulomb and 
maximum tensile strength criterion in the proposed cFDEM, a series of 
triaxial compression and direct tension tests are performed on a rect
angular plate presented in Fig. 8a-b, where the width and height of the 
specimen are 50 mm and 100 mm, respectively. The problem domain is 
composed of triangular elements with a mesh size of 1.0 mm, and the 
unstructured Delaunay triangulation mesh scheme is utilized. The input 
parameters of the problem are tabulated in Table 1, and the time step of 
all models is 1.2 × 10-8 s. As shown in Fig. 8a, the axial compression 
loads are imposed on the specimen via two non-deformable platens 
moving in opposite directions at a constant velocity of 0.05 m/s, and the 
confining pressure applied on both sides of the specimen is increased 
gradually from 0 to the prescribed value via a time span of 3 × 10-4 s. For 
direct tension tests, a constant velocity of 0.05 m/s is applied to the top 
and bottom of the specimen in both y and -y directions, respectively 
(Fig. 8b). Note that the selection of loading rates for the problem fully 
considers the effect of element size and also ensures an acceptable 
computation time (Tatone and Grasselli 2015). 

The Mohr-Coulomb criterion in principal stress space is (Liu and 
Deng 2019) 

σ1 =
2c⋅cosφ
1 − sinφ

+
1 + sinφ
1 − sinφ

σ3 (18)  

where c is the material cohesion, φ is the internal friction angle, and σ1 
and σ3 are the maximum and minimum principal stresses, respectively. 
We vary the confining pressure (σ3) on the two sides of the model from 1 
MPa to 6 MPa with a step of 1 MPa (compression positive), and obtain 
the corresponding peak strength (σ1). The simulated σ1-σ3 relations, 
together with the theoretical curve of the Mohr-Coulomb and maximum 
tensile strength criterion, are plotted in Fig. 8c, which demonstrates a 
great consistency between the two and thus verifies the capability of 
cFDEM in simulating tensile and shear failures of rocks. Typical fracture 
patterns at failure in the triaxial compression and direct tension tests are 
presented in Fig. 9, in which the triaxial compression tests exhibit 
obvious shear failure, and tensile cracks are initiated from the top and 
bottom of the specimen in the direct tension test. Note that we only show 
the microcracks with damage variable d = 1 in all failure patterns, and 
the crack types are determined by the failure modes mentioned in Sec
tion 2.3. 

3.3. Symmetrical three-point bending test 

The classic symmetric three-point bending test is conducted to vali
date the correctness of the proposed cFDEM for tensile fracture simu
lation. The model dimensions and setup are presented in Fig. 10a, where 
D and S (S = 5D) are respectively the height and width of the rectangle 
beam. A zero-aperture pre-existing fracture of length a is fabricated 
vertically in the bottom middle of the beam (marked by red line). At the 
top middle point, a non-deformable loading ball with a downward ve
locity of 0.01 m/s is used to bend the beam. The parameters used for the 
model are tabulated in Table 2. The total simulation time is 4 × 10-3 s, 
and time step Δt is set to 1.0 × 10-8 s. The mesh around the pre-existing 
fracture is refined, and the unstructured Delaunay triangulation mesh 
scheme is employed (see Fig. 10b). 

We compare the proposed cFDEM model with the analytical solution 
in terms of Mode I fracture toughness, which in the cFDEM model can be 
obtained using (Lisjak et al. 2013) 

K1 =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Gf 1 × E

√
(19)  

where E is Young’s modulus, and Gf1 is Mode I fracture energy. The 
analytical solution of Mode I fracture toughness is given by (Brown and 
Srawley 1966) 

Kref
1 =

PL
̅̅̅
a

√

BD2

[

2.9 − 4.6
(a

D

)
+ 21.8

(a
D

)2
− 37.6

(a
D

)3
+ 38.7

(a
D

)4
]

(20)  

Here, P is the peak load obtained by the contact force between the beam 
and the top loading ball, B is the thickness of the beam (in the direction 
perpendicular to the paper and set as one unit here), L denotes the span 
of the beam (distance between the two bottom balls), and we have a =
50 mm, D = 150 mm and L = 600 mm. 

The Mode I fracture toughness obtained based on the cFDEM simu
lation is 2.344 MPa

̅̅̅̅̅
m

√
, which is very close to the analytical solution 

(2.313 MPa⋅
̅̅̅̅̅
m

√
), with a deviation of around ~ 1.32 %. This demon

strates that the proposed cFDEM can effectively simulate the Mode I 
fracture generation. It is worth noting that the error between numerical 
and analytical fracture toughness can be further reduced using a more 
refined mesh around the pre-existing fracture tips, and the effect of 
Mode II fracture energy on numerical results is not considered in this 
case. The cFDEM simulated fracture patterns are shown in Fig. 10c-d, 
where the newly generated fracture is marked in blue. It can be observed 
that the new fracture is initiated from the tip of the pre-existing fracture, 
and then propagates upwards with increasing loading. This is consistent 
with the previous studies (An et al. 2021; Yang et al. 2021), and thus 

Table 1 
Input parameters in cFDEM model for triaxial compression and direct 
tension tests (Liu and Deng 2019).  

Input parameters Values 

Young’s modulus, E (GPa) 12.5 
Bulk density, ρ (kg/m3) 2400 
Poisson’s ratio, ν 0.25 
Viscous damping coefficient, η (kg/m⋅s) 5500 
Tensile strength, ft (MPa) 2 
Cohesion, c (MPa) 7 
Internal friction angle, φ (◦) 27 
Mode I fracture energy, Gf1 (J/m2) 30 
Mode II fracture energy, Gf2 (J/m2) 90 
Normal contact penalty, Pn (GPa) 18 
Tangential contact penalty, Ps (GPa) 62.5 
Sample-platen friction coefficient, k1 (-) 0.1 
Sample friction coefficient, k2 (-) 0.7  

Fig. 9. Fracture patterns at failure in triaxial compression tests with (a) σ3 = 1 
MPa and (b) σ3 = 2 MPa, and in (c) direct tension test. 
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validates the capability of the proposed cFDEM in tensile fracture 
simulation. 

3.4. Asymmetric double-notched tensile test 

An asymmetric double-notched tensile test is designed to simulate 
multiple fracture initiation and propagation under tensile loadings. The 

model has dimensions of 40 mm × 40 mm (width × height), containing 
two 8 mm long zero-aperture pre-existing fractures located horizontally 
and asymmetrically with respect to the model center (see Fig. 11a). The 
mesh around the two fractures is refined, and the unstructured Delaunay 
triangulation mesh scheme is employed (Fig. 11b). The top and bottom 
boundaries are pulled outwards at a velocity of 0.01 m/s. The me
chanical parameters for the asymmetric double-notched tensile test are 
shown in Table 3, and the total simulation time is 3.6 × 10-4 s, with a 

Fig. 10. (a) Geometry and (b) mesh of the model for the symmetrical three-point bending test. Fracture patterns in the symmetrical three-point bending test 
simulated in the proposed cFDEM at different timestamps: (c) 2 × 10-3 s and (d) 3 × 10-3 s. 

Table 2 
Input parameters in cFDEM model for the symmetrical three-point 
bending test.  

Input parameters Values 

Young’s modulus, E (GPa) 26.5 
Bulk density, ρ (kg/m3) 2333 
Poisson’s ratio, ν 0.19 
Viscous damping coefficient, η (kg/m⋅s) 6500 
Tensile strength, ft (MPa) 3 
Cohesion, c (MPa) 15 
Internal friction angle, φ (◦) 27 
Mode I fracture energy, Gf1 (J/m2) 2 
Mode II fracture energy, Gf2 (J/m2) 20 
Normal contact penalty, Pn (GPa) 265 
Tangential contact penalty, Ps (GPa) 265 
Sample-ball friction coefficient, k1 (-) 0.1 
Sample friction coefficient, k2 (-) 0.7  

v

v

x
y

Fig. 11. The model of double-notched asymmetric tensile test. (a) Model geometry. (b) Mesh.  

Table 3 
Input parameters in cFDEM model for asymmetric double-notched tensile 
test.  

Input parameters Values 

Young’s modulus, E (GPa) 30 
Bulk density, ρ (kg/m3) 2700 
Poisson’s ratio, ν 0.27 
Viscous damping coefficient, η (kg/m⋅s) 1000 
Tensile strength, ft (MPa) 3 
Cohesion, c (MPa) 12 
Internal friction angle, φ (◦) 28 
Mode I fracture energy, Gf1 (J/m2) 1 
Mode II fracture energy, Gf2 (J/m2) 5 
Normal contact penalty, Pn (GPa) 300 
Tangential contact penalty, Ps (GPa) 300 
Sample friction coefficient, k (-) 0.7  
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time step of Δt = 3.0 × 10-9 s. 
The simulated fracture patterns at three different timestamps are 

shown in Fig. 12, where the pre-existing and newly generated fractures 
are marked as red and blue, respectively. The generated fractures are 
initiated from the tips of the pre-existing fractures (Fig. 12a), and 
continue to propagate along the horizontal direction toward the model 
center (Fig. 12b). Then, the propagation paths of fractures turn along the 
direction of maximum tensile stress, and the two fracture tips are 
attracted by each other (Fig. 12c), which would yield fracture coales
cence as the loading continues. The fracture patterns are in good 
agreement with the previous results (Moës et al. 2011; Molnár and 
Gravouil 2017; Xu and Xie 2021), which verifies that the proposed 

cFDEM can adequately simulate multiple fracture initiation and 
propagation. 

3.5. Uniaxial compression test with a pre-existing flaw 

In this case, two uniaxial compression tests are performed to validate 
the capability of the proposed cFDEM in simulating fracture initiation 
and propagation in models with a pre-existing flaw. The models have 
dimensions of 76 mm × 152 mm (width × height), and each contains a 
13 mm long and 1.3 mm thick pre-existing flaw with an inclination angle 
α (α = 30◦ and 45◦, counted anti-clockwise from the right) (see Fig. 13). 
Axial compression loads are imposed on the top and bottom of each 
specimen through two non-deformable platens moving in opposite di
rections at a constant velocity of 0.05 m/s. Each model consists of ~ 
43,000 triangular elements with an element size of 0.75 mm, and the 
unstructured Delaunay triangulation mesh scheme is also utilized. 
Again, the selection of loading rate and mesh size ensures reasonable 
simulation results. 

In order to reliably compare the simulated fracture propagation 
patterns in the above models with those in similar laboratory physical 
experiments, we first conduct a series of regular uniaxial compression 
and Brazilian tension tests in cFDEM (not shown here due to space 
limitations) to find the appropriate input mechanical parameters that 
guarantee the consistency of material behavior in our simulations with 
the existing laboratory tests (e.g., Wong and Einstein 2009). The model 
input parameters are finally chosen as follows: Young’s modulus E =
5.96 GPa, Poisson’s ratio ν = 0.15, bulk density ρ = 1540 kg/m3, viscous 
damping coefficient η = 1700 kg/m⋅s, tensile strength ft = 3 MPa, 
cohesion c = 8.8 MPa, internal friction angle φ = 33◦, Mode I fracture 
energy Gf1 = 2 J/m2, Mode II fracture energy Gf2 = 10 J/m2, normal 
contact penalty Pn = 60 GPa, tangential contact penalty Ps = 100 GPa, 
and time step Δt = 2.0 × 10-8. When using these input parameters, as 
shown in Table 4, the macroscopic material properties such as Young’s 
modulus, Poisson’s ratio, uniaxial compressive strength and tensile 
strength obtained from the cFDEM simulations are very close to the 
laboratory results, which lays a solid foundation for further investiga
tion of fracture initiation and propagation. 

The fracture patterns obtained from the cFDEM simulations and 
laboratory experiments (using the same material as in the above labo
ratory uniaxial compression and Brazilian tension tests) (Zhang and 
Wong 2011) for the models with a pre-existing flaw are compared in 
Fig. 14. It can be observed that wing cracks are first initiated from the 
two tips of the pre-existing flaw, and then propagate along the axial 
stress direction. Obviously, for the two cases (α = 30◦ and 45◦), the 
fracture propagation paths obtained from our simulations are consistent 
with the earlier experimental observations (Zhang and Wong 2011). 

Fig. 12. Fracture pattern evolution in the double-notched asymmetric tensile test simulated in the proposed cFDEM at three different timestamps: (a) 1.08 × 10-4 s, 
(b) 1.2 × 10-4 s, and (c) 2.3 × 10-4 s. 

v

v

a
b

Fig. 13. The uniaxial compression test model with a pre-existing flaw. (a) 
Model geometry. (b) Mesh. The α is the inclination angle of the pre-existing 
flaw (counted anti-clockwise from the right). The length and thickness of the 
pre-existing flaw are denoted by a and b, respectively. 

Table 4 
Comparison of macroscopic material properties obtained from physical experi
ments and cFDEM simulations.  

Parameters Physical experiment cFDEM 

Young’s modulus, E (GPa)  5.96  5.96 
Poisson’s ratio, ν  0.15  0.15 
Tensile strength (MPa)  3.2  3.1 
Uniaxial compressive strength (MPa)  33.85  33.72  
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4. Comparisons with the conventional dFDEM 

In this section, three typical cases are employed to demonstrate the 
advantages of the proposed cFDEM compared with the conventional 
dFDEM from the aspects of simulated material stiffness, fracture aper
ture and computational efficiency. 

4.1. Material stiffness 

As mentioned in previous works (e.g., Fan and Tadmor 2019; Ghosh 
et al. 2019; Papoulia et al. 2003), the utilization of ICZM in dFDEM can 
reduce the overall effective modulus of materials (i.e., artificial 
compliance). Here, a square plate with a size of 30 mm (Fig. 15a) is 
employed to elucidate the material stiffness reduction in dFDEM before 
fracture onset and further check the correctness of the proposed cFDEM 
for elastic deformation simulation. The plate is assumed to be homo
geneous and isotropic. Again, we gradually increase the tensile loads 

acting on both the top and bottom boundaries to σ = 1.0 MPa via a time 
span of 9 × 10-4 s and then maintain them unchanged. The loading 
condition guarantees that the model is under quasi-static condition, and 
the loads are small so that no fracture will be initiated. Here, we use 
Young’s modulus E = 30 GPa, Poisson’s ratio ν = 0.27, bulk density ρ =
2700 kg/m3, viscous damping coefficient η = 3050 kg/m⋅s, tensile 
strength ft = 18 MPa, cohesion c = 45 MPa, and internal friction angle φ 
= 30◦ in the simulations. The model consists of 29,584 triangular ele
ments with an average element size of 0.35 mm. 

The material stiffness reduction in dFDEM is caused by the stiffness 
difference between solid finite elements and intrinsic cohesive elements 
in the intact regions (represented by the corresponding curve slope 
shown in Fig. 1d). Generally, the stiffness of an intrinsic cohesive 
element prior to fracture onset is controlled by the penalty parameters, 
which are usually chosen to be around 10–100 times of the Young’s 
modulus E of finite elements, and the larger the penalty parameters are, 
the stiffer the intrinsic cohesive elements will be (Fukuda et al. 2019). To 
compare the difference between dFDEM and the proposed cFDEM in 
terms of simulated material stiffness, we vary the ratio (N) between the 
intrinsic cohesive element penalty parameters and the prescribed 
Young’s modulus of finite elements (E = 30 GPa here) from 10 to 100, 
and calculate the ratio between the simulated macroscopic effective 
Young’s modulus of each model (Eeff) and the prescribed Young’s 
modulus of finite elements, i.e., Eeff/E. For convenience, we use a normal 
penalty parameter of the intrinsic cohesive elements equal to the 
tangential penalty, and this will also be used in Section 4.2. Eeff can be 
obtained by the slope of the simulated tensile stress–strain curve in each 
numerical model. Note that the axial stress is obtained by averaging the 
normal stress components in the y direction (σy) at five monitoring 
points (see green dots in Fig. 15a); similarly, the axial strain is deter
mined by averaging the displacement variances in the y direction at the 
monitoring points. 

The ratio Eeff/E with respect to N is shown in Fig. 15b, which effec
tively demonstrates an overall material stiffness reduction in dFDEM, i. 
e., Eeff/E < 1. This is consistent with the previous statements (Tatone and 
Grasselli 2015). It can be observed that Eeff/E gradually increases with 
the increment of N, but still less than one even for a very large N (i.e., a 
very large intrinsic cohesive element stiffness). Theoretically, the overall 
material stiffness in dFDEM has no reduction only when the intrinsic 
cohesive element penalty tends to be infinity; however, in practice, too 
large a cohesive penalty could lead to spurious traction force oscilla
tions, which may yield erroneous fracture simulation results (Borst et al. 
2006). Although this problem can be alleviated by decreasing the time 

Fig. 14. Comparison of fracture propagation between cFDEM simulations and 
laboratory experiments for models with a flaw of different inclination angles. 
(a) cFDEM simulation results (α = 30◦). (b) Laboratory experiment results (α =
30◦) (Zhang and Wong 2011). (c) cFDEM simulation results (α = 45◦). (d) 
Laboratory experiment results (α = 45◦) (Zhang and Wong 2011). 

Fig. 15. (a) Model setup for simulated material stiffness comparison. (b) The ratio Eeff /E varies with N in dFDEM. (c) Stress–strain curve under tensile loading in 
cFDEM. The Eeff denotes the effective modulus obtained from simulations, and E represents the prescribed Young’s modulus of finite elements. The variable N denotes 
the ratio between the intrinsic cohesive element penalty parameter to the Young’s modulus of finite elements, which varies from 10 to 100. The stress and strain in 
the model are monitored with time at five monitoring points (marked by green dots in Fig. 15a). (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.) 
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step (Δt), the computation cost will then increase substantially (Tatone 
and Grasselli 2015). While for the proposed cFDEM, as shown in 
Fig. 15c, the simulated effective Young’s modulus is 30 GPa, which is the 
same as the prescribed Young’s modulus for finite elements, i.e., no 
material stiffness reduction occurs in our cFDEM model. 

It is worth noting that we use a linear stress–strain relationship for 
the simplicity of model validation (which explains the linear stress–
strain curve in Fig. 15c). Other constitutive laws can also be readily 
implemented under the framework of our proposed cFDEM. 

Additionally, except for contact penalty parameters, all other input pa
rameters required in cFDEM can be directly obtained from laboratory 
experiments. While in the conventional dFDEM, parameters like 
intrinsic cohesive element penalty, which may affect the simulation 
results such as uniaxial compressive strength and the overall Poisson’s 
ratio, can only be obtained by “trial and error” through careful and time- 
consuming calibrations with laboratory experiments. Any inappropriate 
selection of these so-called “numerical parameters” could reduce the 
accuracy of the simulation results in dFDEM (Liu and Deng 2019; Tatone 
and Grasselli 2015). Fortunately, in cFDEM, the significant reduction of 
the number of required numerical input parameters enhances its 
applicability, accuracy, efficiency and robustness for rock fracturing 
simulation. 

4.2. Fracture aperture 

It is well known that the variation of fracture aperture has great 
impacts in many applications such as the accuracy of hydraulic frac
turing simulation. To check the robustness of the proposed cFDEM for 
fracture aperture simulation and to compare the results with dFDEM, a 
homogeneous and isotropic rock model with dimensions of 200 mm ×
200 mm (width × height) is established (Fig. 16a). The rock contains a 
pre-existing fracture in the middle with zero initial aperture. The in
ternal fluid, acting on the two walls of the fracture, is increased grad
ually from 0 to the prescribed value P = 1 MPa via a time span of 6 × 10- 

4 s. The fluid pressure is small so that no new fractures will be initiated, 

Fig. 16. (a) Model setup for fracture aperture simulation. (b) Distribution of fracture apertures for cFDEM, dFDEM and the analytical solution. The center of the 
specimen, the pre-existing fracture, and the origin of the coordinate system coincide and are denoted by a green dot. (For interpretation of the references to colour in 
this figure legend, the reader is referred to the web version of this article.) 
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Fig. 17. Model geometry of (a) uniaxial compression (UC) test and (b) Brazilian tension (BT) test. Comparison of the computational efficiency between cFDEM and 
dFDEM with various element sizes using (c) brute-force contact activation and (d) dynamic contact activation. H denotes the height of the rectangle specimen; 
d represents the width of the rectangle specimen and the diameter of the Brazilian disc; h is the element size. 

Table 5 
Input parameters of cFDEM and dFDEM for computational efficiency compari
son (note that the “*” denotes the input parameter only required in dFDEM).  

Input parameters cFDEM dFDEM 

Young’s modulus, E (GPa) 12.5 12.5 
Bulk density, ρ (kg/m3) 2400 2400 
Poisson’s ratio, ν 0.25 0.25 
Tensile strength, ft (MPa) 2.0 2.0 
Cohesion, c (MPa) 7.0 7.0 
Internal friction angle, φ (◦) 27 27 
Mode I fracture energy, Gf1 (J/m2) 30 30 
Mode II fracture energy, Gf2 (J/m2) 90 90 
Normal contact penalty, Pn (GPa) 18 18 
Tangential contact penalty, Ps (GPa) 62.5 62.5 
Sample-platen friction coefficient, k1 (-) 0.1 0.1 
Sample friction coefficient, k2 (-) 0.7 0.7 
Cohesive penalty*, Pf (GPa) – 125  
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and for simplicity, the rock is assumed to be impermeable. Upon the 
model reaching equilibrium, the apertures along the fracture are 
extracted for comparison. The following key rock parameters are used in 
the model: Young’s modulus E = 30 GPa, bulk density ρ = 1540 kg/m3, 
Poisson’s ratio ν = 0.27, and viscous damping coefficient η = 4800 kg/ 
m⋅s. The model consists of 34,222 triangular elements with an average 
element size of 0.268 mm. 

The analytical solution for the aperture along the fracture under the 
plane stress condition is given by (Lisjak et al. 2017) 

δ(x) =
4P(1 − ν2)

E
(
a2 − x2) (21)  

where a = 5 mm is the half-length of the pre-existing fracture, and x 
represents the horizontal distance from the fracture center. The center of 
the specimen coincides with the origin of the x-y coordinate system. As 
shown in Fig. 16b, the simulated fracture aperture in cFDEM is in good 
agreement with the analytical solution. While in general, the fracture 
aperture generated in dFDEM is larger than the analytical solution, and 
we speculate that this is still caused by the material stiffness reduction in 
dFDEM. To further investigate the effect of intrinsic cohesive element 
stiffness on fracture aperture simulation in dFDEM, we use four penalty 
values, i.e., 10, 20, 50 and 100 times the rock’s Young’s modulus, for the 
cohesive elements. The relative deviations of fracture aperture between 
the dFDEM simulated results and the analytical solution at x  = 0 mm are 
respectively 19 %, 14 %, 11 % and 8 % for the four cohesive element 
penalty values. Although such fracture aperture deviation in dFDEM can 
be reduced with the increasing cohesive element stiffness, again, a large 
cohesive element penalty parameter could lead to stress oscillations and 
cause numerical instability (Borst et al. 2006). This confirms the inap
propriateness of dFDEM for fracture aperture simulation during fluid 
injection. Consequently, the current applications of dFDEM in hydro- 
mechanical coupling simulation may yield biased fluid flow results 
due to the sensitivity of fluid pressure to fracture aperture, in which the 
fluid flow is proportional to the third power of fracture aperture and the 
fluid pressure is updated based on the net fluid flow (Lisjak et al. 2017; 
Yan and Jiao 2018; Yan et al. 2018). 

4.3. Computational efficiency 

As mentioned earlier, due to the participation of cohesive elements in 
computation from the beginning, the computational cost of dFDEM is 
significant. Here, we perform a series of uniaxial compression (UC) and 
Brazilian tension (BT) tests to compare the computational efficiency 

between dFDEM and the proposed cFDEM. Both types of tests use the 
same models presented in Fig. 17a-b, respectively: for the uniaxial 
compression tests, the model geometry H and d are respectively 100 mm 
and 50 mm; for the Brazilian tension tests, the model diameter is d = 50 
mm. The axial loads are imposed on the specimens through two non- 
deformable platens moving inwards at a constant velocity. The veloc
ities for uniaxial compression and Brazilian tension tests are 0.05 m/s 
and 0.01 m/s, respectively. Note that the selection of loading rates can 
ensure the quasi-static loading of the model (Liu and Deng 2019). The 
key input parameters of the specimens are tabulated in Table 5. It should 
be noted again that the cohesive element penalty parameters are only 
required in dFDEM. 

For convivence, we define a variable 

neffi =
Td

Tc
(22)  

to denote the ratio of the computing time needed between dFDEM and 
cFDEM upon specimens reaching the peak strength for both tests. For 
each type of test, we vary the element size h to form different models and 
record the corresponding computation time. For dFDEM, both the 
original brute-force contact activation (Munjiza 2004) and new dynamic 
contact activation (Fukuda et al. 2021) schemes are considered. The 
former represents that all finite elements are added to the contact lists 
from the onset of the simulation, whereas in the latter, only finite ele
ments connected to the newly broken cohesive elements participate in 
the contact processing. As shown in Fig. 17c-d, with the increase of d/h, 
i.e., a decrease of element size and thus an increase in the number of 
finite elements, the efficiency index neffi increases for both the brute- 
force contact activation (Fig. 17c) and dynamic contact activation 
schemes (Fig. 17d). Compared to the original dFDEM using brute-force 
contact activation, the computational efficiency of the proposed cFDEM 
increases nearly exponentially for both the uniaxial compression and 
Brazilian tension tests and reaches around 20 times when d/h = 100 
(Fig. 17c). Undoubtedly, the new dynamic contact activation is more 
efficient; as presented in Fig. 17d, the value of neffi is less significant (neffi 
≈ 3 when d/h = 100). Nevertheless, the proposed cFDEM is still more 
efficient than dFDEM, and such computational efficiency improves 
noticeably with the increasing number of finite elements. 

To further compare the computational efficiency between the pro
posed cFDEM using node binding scheme and the dFDEM using dynamic 
contact activation, we select five timestamps after the peak stress for the 
previous uniaxial compression test model with d/h = 75. The five 
timestamps correspond to the axial stress drops to 90 %, 80 %, 70 %, 60 

Fig. 18. (a) Comparison of the computational efficiency between cFDEM and dFDEM (using dynamic activation contact) under different axial stress (for the uniaxial 
compression test with d/h = 75). Fracture patterns at failure for (b) uniaxial compression test and (c) Brazilian tension test with d/h = 75. The peak stress is 
represented by σc. 
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% and 50 % of the peak stress, representing an increasing number of 
generated fractures. As shown in Fig. 18a, with the decrease of axial 
stress after peak, the computational efficiency neffi slowly decreases. This 
implies that the breakup of cohesive elements can reduce the relative 
computational efficiency of cFDEM due to frequent updates of master
–slave lists. Fortunately, the computational efficiency of cFDEM is still 
more than twice that of dFDEM, indicating that the node binding scheme 
utilized in cFDEM can effectively enhance computational efficiency. 
Additionally, the fracture patterns at failure for the uniaxial compres
sion test and Brazilian tension test with d/h = 75 are shown in Fig. 18b-c, 
where apparent shear failure occurs in the uniaxial compression test and 
tensile failure is initiated near the center of the Brazilian disc. Again, the 
crack types are identified by the failure modes mentioned in Section 2.3, 
and only the completely damaged microcracks are presented in 
Fig. 18b–c. 

5. Conclusions 

In this study, within the framework of cohesive element based FDEM, 
we have proposed a novel implementation of ECZM in 2D FDEM, i.e., a 

continuum-oriented FDEM (cFDEM), using an efficient node binding 
scheme for rock fracturing simulation. Using a strategy similar to the 
conventional ICZM-based dFDEM, the proposed cFDEM first discretizes 
the numerical model domain into finite elements and re-joints them with 
cohesive elements. Then, the approach binds the pre-discretized finite 
elements and suppresses the functionality of cohesive elements in the 
elastic stage, which guarantees the continuum behavior of materials 
prior to fracture onset. Upon the local stresses satisfying the strength 
criterion, the yield surfaces are dynamically embedded by invoking the 
pre-inserted cohesive elements to capture the strain-softening charac
teristics. In the meantime, the node binding lists are updated adaptively 
to achieve the explicit separation of yield or fracture surfaces and to 
prepare for the force calculation in the next iteration. 

Five typical benchmark tests are conducted to validate the proposed 
cFDEM. The stress and displacement distributions obtained from the 
cFDEM simulation of a thick-wall cylinder under internal pressure are 
consistent with the analytical solution, which validates the accuracy of 
deformation and stress simulation in cFDEM prior to fracture onset. The 
cFDEM simulation results also agree well with the theoretical values for 
the Mohr-Coulomb and maximum tensile strength criterion, which 

Fig. A1. Contact force calculation in 2D FDEM. (a) The repulsive force generated by a small penetration of two contacting solid domains. (b) Discretization of two 
rock matrix domains. (c) Distribution of potential of element Et-i on edge AB. (d) Equivalent nodal force. (e) The velocity of node and Gauss point. (f) Relationship 
between tangential slip and tangential contact force. uc

s and up
s denote the tangential slip distance at the current and previous time, respectively. 
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verifies the capability of the proposed cFDEM in simulating tensile and 
shear failure of rocks. Additionally, the crack propagation patterns ob
tained from the cFDEM simulation match well with the experimental 
observations, which further certifies that the proposed cFDEM can 
effectively simulate complex crack initiation and propagation on labo
ratory scales. 

We further elucidate the advantages of the proposed cFDEM 
compared with the conventional dFDEM. In dFDEM, the stiffness 
reduction of material in the elastic stage is inevitable due to the different 
stiffness between intrinsic cohesive elements and finite elements. 
Fortunately, the cFDEM can always guarantee the correct modeling of 
elastic deformation. Additionally, the stiffness reduction of materials in 
dFDEM may also be responsible for the unreasonable fracture aperture 
simulation. On the contrary, the cFDEM simulated fracture aperture is in 
good agreement with the analytical solution. Importantly, the proposed 
cFDEM significantly enhances the computational efficiency compared 
with dFDEM, and this enhancement is more noteworthy for models with 
more elements. 

Overall, the proposed cFDEM inherits the merits of both ICZM and 
ECZM, but avoids their shortcomings. Thus, it provides a novel solution 
for a more efficient and effective simulation of brittle material evolution 
from continuum to discontinuum. Additionally, the node binding 
scheme is parallelization friendly. Taking the space domain decompo
sition parallelization scheme for instance, because each node number of 
finite and cohesive element is independent in the node binding scheme, 
there is no need to update the topology of elements located in each 
computation domain (calculated by one processor) when fracturing 
occurs. This effectively reduces the complexity of parallelization and 
increases its ease of implementation. Also, the update of master–slave 
lists can be independently performed in each computation domain 
(Lukas et al. 2014). Therefore, we can readily achieve distributed par
allelization using MPI (Message-Passing Interface) based on a space 
domain decomposition approach similar to that used for ICMZ-FDEM 
(Lukas et al. 2014). 

However, here, we are not intended to solve the fundamental prob
lem related to the utilization of ECZM in FDEM such as the “time 
discontinuity” problem pointed out in previous studies (Fukuda et al. 
2021; Knight et al. 2020; Papoulia et al. 2003; Sam et al. 2005), in which 

the discontinuity of local nodal forces occurs before and after the 
insertion of a cohesive element due to the inconsistent constitutive 
models used for finite elements and cohesive elements in terms of nodal 
force calculation. Although efforts have been made to explore the 
smooth transition of local nodal force from finite elements to cohesive 
elements (Papoulia et al. 2003; Sam et al. 2005), they mainly only 
consider tensile failure, with the compressive-shear failure often 
ignored. It is worth noting that recently a non-differentiable energy- 
based cohesive interface method was proposed to alleviate spurious 
oscillations of local stress when a cohesive element is evoked (Hirmand 
and Papoulia 2019; Hirmand et al. 2021), which may provide a new 
perspective to solve the time-discontinuity problem. Unfortunately, this 
approach combines discontinuous Galerkin finite element and the 
principle of minimum energy, which may be incompatible with the 
current framework of FDEM. Additionally, the proposed framework may 
not be straightforwardly extended to 3D FDEM at the moment. Never
theless, the strategy and philosophy of the node binding scheme also 
work for 3D. Further work, including the implementation and compar
ison of different strength criteria, as well as the extension of the node 
binding scheme to 3D rock fracturing simulation, will be reported in the 
near future. 
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Appendix A:. Contact detection and contact interaction 

As sketched in Fig. A1a-b, each of the two rock matrix domains in touch is discretized into a series of triangular elements, then the contact between 
the two domains in 2D can be simplified into contact between a series of triangular finite elements along the two boundaries. These elements can be 
further grouped into a series of contact couples based on their relative positions, and rock matrix domains are denoted as the target (Etar) and contactor 
(Econ), respectively. The overlapping area of Etar and Econ is marked as S, and dA denotes the infinitesimal overlapping area. The normal contact force df 
of dA is represented by (Munjiza 2004) 

df = (∇φc(Pc) − ∇φt(Pt))dA (A.1)  

where Pc and Pt denote the points located in the target and contactor area, respectively; the potentials of points Pc and Pt are denoted by φc(Pc) and 
φt(Pt), respectively. The total normal contact force of the overlapping area is calculated by (Munjiza 2004) 

fc =

∫

S
(∇φc(Pc) − ∇φt(Pt) ) dA (A.2) 

The target and contactor area consists of m and n triangular finite elements, respectively, then φc(Pc) and φt(Pt) can be obtained by a summation of 
potentials associated with individual finite elements (Munjiza 2004) 

φc =
∑m

i=1
φi

c

φt =
∑n

j=1
φj

t

⎫
⎪⎪⎬

⎪⎪⎭

(A.3) 

The total contact normal force can also be defined by (Munjiza 2004) 

fc =
∑m

i=1

∑n

j=1

∫

S

(
∇φi

c(Pc) − ∇φj
t(Pt)

)
dA (A.4) 

W. Cai et al.                                                                                                                                                                                                                                     



Computers and Geotechnics 159 (2023) 105470

16

By replacing the integration over the area with the equivalent integration over the boundary, the total normal contact force can be further 
simplified to (Munjiza 2004) 

fc =
∑m

i=1

∑n

j=1

∫

Γ
nΓ
(
φi

c(Pc) − φj
t(Pt)

)
dΓ (A.5)  

where Г represents the boundary of the overlapping area of Etar and Econ; nГ denotes the outward unit normal to the boundary. For each triangular 
element, the point potential is defined as (Munjiza 2004) 

φi(P) = Pnmin
{

3A1

A
,
3A2

A
,
3A2

A

}

(A.6)  

where Pn is the normal penalty parameter; A1, A2 and A3 denote the areas of sub-triangle constituted by point P and the three edges of the triangular 
element; A is the area of element Et-i. 

The contact tangential force is calculated based on the relative slipping displacement between contact couples, and is further updated using 
Coulomb’s friction law. The relative velocity at Gauss point G (VrG) is given by (Munjiza et al. 2011) 

VrG = VcG − VtG (A.7)  

where VcG and VtG are the velocities of the contactor and target element at action point G, respectively, which can be calculated by (Munjiza et al. 
2011) 

VcG = NAVA + NBVB (A.8)  

and (Munjiza et al. 2011) 

VtG = NDVD + NEVF + NFVF (A.9)  

where VA, VB, VD, VE and VF are the node velocity shown in Fig. A1e. It should be noted that the total moment at the location of Gauss point G is zero. 
Then, the tangential relative displacement increment (Δu) within a timestep (Δt) is given by (Munjiza et al. 2011) 

Δu = VrGtΔt (A.10)  

where VrGt is the projection of VrG on edge AB. The contact tangential force can be updated incrementally by (Munjiza et al. 2011) 

Fs = Ft− Δt
s − PsLcΔu (A.11)  

where Fs and Ft− Δt
s are contact tangential force at the current and previous time step; Ps is the tangential penalty parameter; Lc is the contact length. As 

presented in Fig. A1f, if|Fs| ⩾ |Fn|μf , the contact tangential force can be calculated based on Coulomb’s friction law (Munjiza et al. 2011) 

Fs =
Fs

|Fs|
|Fn|μf (A.12)  

where Fn is the normal contact force, μf is the contact friction coefficient. At the same time, the current tangential slip (us) is updated by (Munjiza et al. 
2011) 

us =
|Fs|

PsLc
(A.13)  
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