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SUMMARY

Dense strong motion and high-rate Global Navigation Satellite Systems (GNSS) networks have
been deployed in central Italy for rapid seismic source determination and corresponding hazard
mitigation. Different from previous studies for the consistency between two kinds of sensor
at collocated stations, here we focus on the combination of high-rate GNSS displacement
waveforms with collocated seismic strong motion accelerators, and investigate its application
to image rupture history. Taking the 2016 August 24 M,, 6.1 Central Italy earthquake as a
case study, we first generate more accurate and longer period seismogeodetic displacement
waveforms by a Kalman filter, then model the rupture behaviour through a joint inversion
including seismogeodetic waveforms and InSAR observations. Our results reveal that strong
motion data alone can overestimate the magnitude and mismatch the GNSS observations,
while 1 Hz sampling rate GNSS is insufficient and the displacement is too noisy to depict
rupture process. By contrast, seismogeodetic data enhances temporal resolution and maintains
the static offsets that provide vital constraint to the reliable estimation of earthquake magnitude.
The obtained model is close to the jointly inverted one. Our work demonstrates the unique
usefulness of seismogeodesy for fast seismic hazard response.
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1 INTRODUCTION

The central Apennine is a complex tectonic region where the con-
tinental collision between Nubia and Eurasia plates leads to the
Alpine mountain belt. The region is also affected by the opening
of Tyrrhenian basin to the west and the subduction of the Apen-
nines from east to west and the underthrust of Adria microplate
beneath Eurasia. Being one of the most seismically active areas in
Italy, the region has experienced several medium-sized earthquake
sequences over the past decades (Fig. 1) including the recent ones
in 1997, 2009 and 2016.

In response, strong motion (Michelini ef a/. 2016) and continuous
Global Navigation Satellite Systems (GNSS) networks have been
established over this area (Fig. 1) during the past decades by several
local agencies (Avallone et al. 2016). The strong motion sensors
are mainly designed to capture high sampling rate (100-200 Hz),
real-time (or near real-time) coseismic dynamic motions. While
originally GNSS stations aim to monitor long term crustal defor-
mation, they have been demonstrated to be able to record coseismic
displacement waveform directly as well, facilitating the new con-
cept of ‘GPS seismology’ (e.g. Larson et al. 2003). For example, the
dynamic ground displacements caused by the 2009 M,, 6.3 L’ Aquila
and 2016 August 2016 M,, 6.1 events were recorded by a number
of high-rate (1-10 Hz) continuous GNSS stations (Avallone et al.
2011, 2016).

GNSS derived static offsets and displacement waveforms are es-
pecially valuable in resolving the rupture plane and determining
the slip distribution without bias which can be caused by different
rupture velocities (Bock ez al. 2011). The high-rate GNSS displace-
ment waveforms typically have an accuracy of <1 and 3 cm in
the horizontal and vertical components over tens of minutes (Li
et al. 2013; Chen et al. 2015, 2016), millimetre precision can also
be expected when few minutes or less displacements are quanti-
fied (Geng et al. 2017). Thus the deformation caused by medium
sized earthquakes like the ones in central Italy is at the detectable
limit of high-rate GNSS data. What’s more, taking into account the
fact that earthquake radiated energy decays very fast over epicen-
tral distance, the coseismic displacements with high signal-to-noise
ratio (SNR) should be restricted to small epicentral distance. As
showed by Smalley (2009), for earthquakes around M,, 6, 1 Hz
GNSS recordings of coseismic displacements will be aliased at very
small epicentral distances and a higher sampling rates (e.g. 5 Hz)
is needed to provide alias-free recordings. However, currently, the
number of high-rate GNSS stations collecting data at higher than
5 Hz sampling rate still remains limited and 1 Hz sampling rate
is dominant. As a result, few previous studies attempted to adopt
GNSS displacement waveforms for seismic source analysis in this
area. For instance, while Avallone et al. (2011) first assessed the
high-rate (1-10 Hz) GNSS’s capability to capture P waves for the
2009 M,, 6.3 L’Aquila earthquake, they alternatively chose to use
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Figure 1. Recent seismic sequences (M, > 5.0) with focal mechanisms and distribution of GNSS sites (green triangles), strong motion stations (blue triangles).
The inset map is adopted from Lavecchia ef al. (2003) showing the regional tectonic setting of Tyrrhenian-Apennine system. Moment tensors are provided by
Global Centroid Moment Tensor Catalog. GNSS and strong motion sites information can be found in Avallone ef al. (2016) and Michelini et al. (2016).

100 Hz strong motion integrated and 10 Hz GNSS-derived velocity
waveforms to retrieve the kinematic rupture history. It is under-
standable since GNSS velocity waveforms are more accurate than
displacement waveforms because related errors (e.g. tropospheric
delays) are reduced by epoch-differencing. Nonetheless, this ap-
proach is kind of ‘trade-off” as it does not make direct use of GNSS
displacements, and as a result, the fit to the displacement waveforms
is often insufficient.

As can be seen from Fig. 1, to ensure a good coverage, the two
kinds of sensors are mostly distributed separately while a few of
them are collocated (distance less than 1.5 km). Previous studies
(e.g. Avallone et al. 2011, 2016) noted this and emphasized the
observation consistency between the collocated strong motion and
GNSS sites. Recently, it has been shown that combining the two
measurements, often termed as ‘seismogeodetic waveforms’, can
generate longer period waveforms with better accuracy and higher
sampling rate (e.g. Bock et al. 2011; Melgar ef al. 2013; Tu et al.
2013; Geng et al. 2013a,b). The combined seismogeodetic wave-
forms enable the exploitation of the advantages of both sensors.
The 2016 August 24 M,, 6.1 event was recorded by a number of
well distributed collocated GNSS/strong motion stations (Fig. 2).
In this study we focus on assessing the performance and applica-
tion of seismogeodetic data in earthquake source study in central
Italy.

We reprocessed the high-rate GNSS data recorded on 23rd and
24th August, and utilized sidereal filtering to reduce the multipath
effect. We employed a Kalman filter to combine GNSS displacement
waveforms and seismic strong motion data at collocated stations
to generate seismogeodetic data. We examined the spatiotemporal
rupture details of this earthquake by using high-rate GNSS, strong
motion and seismogeodetic data, respectively. To address the ad-
vantages of seismogeodetic data for seismic source estimation, we
also included the deformation observations from L-band ALOS-2
SAR sensor, which covers the entire fault area, to perform joint in-
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Figure 2. Distribution of the collocated GNSS and strong motion stations
(red squares) and static offsets estimated from high-rate displacement wave-
forms (blue vectors) and continuous three days’ daily observations (red
vectors), both with 68 per cent confidence errors. The beach ball shows
the 2016 August 24 main-shock location and black dots are aftershocks in
the following three days obtained from eida.rm.ingv.it. The black rectangle
outlines the surface projection of the fault plane adopted.

versions with seismogeodetic data and set the preferred model as a
benchmark. We note that the InSAR observations were recorded
three days after the main shock during which a number of af-
tershocks occurred. To investigate whether the large aftershocks
can cause significant surface deformation and contaminate InSAR
observation, we also modelled the largest M,, 5.5 aftershock us-
ing strong motion records. Based on these results, we demonstrate
the contribution of seismogeodesy and discuss the need for more
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Figure 3. Epoch-wise PPP results at station NRCI. (a) 500 s long PPP results on 23rd August; (b) 500 s long PPP results on 24th August, including the
co-seismic displacement waveforms; (c) Zoomed view of the co-seismic displacement waveforms shown in (b) over the time of 5800-5880 s.; (d) Filtered

co-seismic displacement waveforms after sidereal filtering.

collocated GNSS and strong motion sites in the study area for fast
and reliable earthquake source imaging.

2 DATA AND METHODS

2.1 Integration of high-rate GNSS and strong motion

The raw high-rate GNSS observations have been archived by Isti-
tuto Nazionale di Geofisica e Vulcanologia (INGV) and are publi-
cally available (ftp://gpsfree.gm.ingv.it/amatrice2016/hrgps/data/).
Precise point positioning (PPP) was employed to obtain centimetre-
level epoch-wise position estimate. We adopted earth rotation pa-
rameters, final satellite orbits and 5 s interval precise satellite clocks
from Center for Orbit Determination in Europe. Errors such as an-
tenna phase centre variations, phase wind-up, relativistic effect, dry
tropospheric delay, ocean tide loading, pole and solid earth tides
were corrected according to existing models (Gérard & Luzum
2010). We assumed zenith tropospheric delay as a random walk
parameter with a power spectral density of 0.002 mm s~ "2 while
the receiver clocks are estimated epoch by epoch as white noise. No
constraints between neighbouring epochs were imposed and the po-
sitions estimated were aligned to International Terrestrial Reference
Frame 2008 (ITRF08). Note that for some stations the observations
were interrupted shortly after the main shock. To ensure a high-
level confidence of the phase ambiguity resolution, we processed
the continuous GNSS data from the preceding day. The PANDA

software package (Liu & Ge 2003) was utilized for the GNSS data
processing.

Figs 3(a) and (b) show an example of PPP position displacement
waveforms at station NRCI on 23rd and 24th August. The posi-
tion time-series display similar low frequency noise (Figs 3a and b)
suggesting that they could be caused by local multipath effect. To
minimize the effect, we shifted the time-series of 23rd August by
246 s (sidereal period is set to be 23 h 56 m 4 s) and then subtracted it
from time-series of the 24th based on the modified sidereal filtering
(Choti et al. 2004; Geng et al. 2017). Figs 3(c) and (d) demon-
strate the improvement from this post-processing. Specifically, in
Fig. 3(c), while the coseismic signal is clearly seen in all three com-
ponents, long-period drifts are found in north-south, up-down direc-
tions. These are mostly removed in Fig. 3(d). Avallone ef al. (2016)
processed the high-rate GNSS data using both PPP and double dif-
ference approaches (ftp://gpsfree.gm.ingv.it/amatrice2016/hrgps/).
But they didn’t mitigate the multipath effect. As a result, the low
frequency noise was still present in their time-series, especially in
the vertical components.

We corrected the zero baseline offsets from 200 Hz strong motion
data and integrate high-rate GNSS displacements with strong mo-
tion records to generate seismogeodetic velocity and displacement
waveforms at eight collocated sites using a multirate Kalman filter
(Bock et al. 2011). In the Kalman filtering the variances for GNSS
and strong motion data were estimated from previous 60 s GNSS
position time-series and 6 s strong motion records, respectively. In
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Figure 4. 1 Hz GNSS displacement waveforms (grey dots) at GNSS station
NRCI and 200 Hz smoothed seismogeodetic displacement waveforms (blue,
green and red lines) at station NRCI/NRC.

Fig. 4, we show the GNSS and seismogeodetic displacement wave-
forms at station NRCI/NRC. The two displacement waveforms are
in good agreement. However, we can still find some differences at
some epochs after the arrival of shaking. For example, in the north-
south component, at 01:36:43 UTC, GNSS recorded instantaneous
displacement is about 5 cm larger than the combined seismogeode-
tic records. Please note that the horizontal precision of GNSS is
better than 1 cm and we should not treat this bias as outlier. This
can be explained by the fact that the GNSS station locates at the
southeast of the strong motion station and is closer to the epicentre.
Coincidentally, the slip is featured by N-NW and S—SE directivity
(Tinti et al. 2016). Accordingly, we set the strong motion site to be
the location of seismogeodetic waveforms in inversion.

In addition, three components of coseismic offsets (see in Fig. 2)
at each station were extracted from displacement waveforms follow-
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ing the method proposed by Liu et al. (2014), and both displacement
and velocity waveforms were cut to be 35 s long with respect to the
origin time for inversion. One of the seven stations, INFN, did not
have GNSS data on 23rd August, which prevent applying sidereal
filtering. As such, this station was given less weight in the inversion.
For slip inversion, all of the derived 200 Hz seismogeodetic wave-
form displacements were low pass filtered with a cut frequency of
0.5 Hz and the sampling rate decimated to 5 Hz. Specially, as noted
by Tinti et al. (2016), significant topography exists in this area, to
account for the effect of topography, we followed their approach to
set the average elevation of the seven stations as 750 m.

2.2 InSAR observations

We processed two pairs of InSAR data acquired by JAXA’s L-band
ALOS-2 satellite using newly developed software added to the JPL
ISCE InSAR processing software (Liang & Fielding 2017a, Liang
& Fielding 2017a,b). One pair was acquired on 2015 September 9
and 2016 August 24 on ascending track 197. The other pair was
acquired on 2016 May 25 and 2016 August 31 on descending track
92. All the data were acquired in stripmap mode. Two frames of each
track were processed. The frames were mosaicked at the single look
interferogram level. The 1 arcsec (~30 m) SRTM DEM (Farr et al.
2007) was used to correct the topographic phase. The interferograms
were unwrapped by SNAPHU (Chen & Zebker 2002).

To reduce computational cost, we downsampled the original In-
SAR interferogram using a resolution based approach (e.g. Lohman
& Simons 2005) and kept all observations within longitude 13.1°
E-13.4° E and latitude 42.6° N-42.9° N. As a result, 1465 InSAR
samples were included for the joint inversion.

2.3 Fault parameterization and Green’s functions
calculations

We adopted fault geometry with the strike and dip angles (155°
and 49°) provided by INGV (http://cnt.rm.ingv.it/event/7073641)
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Figure 5. Co-seismic line-of-sight displacement from L-band ALOS-2. The left is from ascending track 192 and the right is from descending track 92.
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Figure 6. Checkerboard tests. The left is input model and the right is inverted result. Red star represents the earthquake epicentre.
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Figure 7. Map-view of slip distribution from the preferred model of My,
5.5 event. Black triangles represent strong motion stations adopted. Moment
release as a function of time for the event is shown in the upper right inset.

based on the moment tensor computation. The hypocentre location
is (13.23°, 42.70°) with a depth of 6.8 km (6.05 km below the sea
level). The finite fault plane was then discretized into 20 and 10
subfaults along strike and dip, with 2.0 km spacing. We employed a
non-negative least-squares inversion in which the rake angle of the
slip vector was allowed to vary between 240° and 300° to ensure a
normal fault mechanism. In addition, Laplacian regularization was
adopted to constrain the second-order gradient of each parameter to
be zero and ensure inversion stability.

We used a multitime window inversion, in which the source
time function of each subfault was parameterized with 10 sym-
metric triangles with 0.2 s rise time and 0.2 s shift. The frequency-
wavenumber integration method (Zhu & Rivera 2002) was adopted
to compute Green’s functions for static GNSS and InSAR off-
sets, and seismogeodetic waveforms using a 1-D layered velocity
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Figure 8. Velocity waveform fits at 10 selected strong motion stations from
the preferred model of My, 5.5 event. The observed and synthetic data are
in black and red, respectively. The numbers at right indicate the maximum
amplitude values for each waveform.

structure model by Herrmann et al. (2011). The rupture speed was
set to be 2.8 km/s (the same as adopted by Tinti ez al. 2016), which
is about 0.9 times the maximum shear wave speed of the velocity
layer spanned by the fault model.

2.4 Relative weighting between data sets

Relative weighting has always been a tricky issue for joint inversion.
Up to now, there has not been a well-established rule of thumb to
determine an optimized weighting factor. In this study, we applied
a relative weighting based on respective variances of each data set
when fitting all data sets: coseismic static offsets estimated from
seismogeodetic displacement waveforms were assigned to have the
largest weight 1, while InSAR observations and seismogeodetic
waveforms weights were 0.3. For the station INFN, its static offsets
and waveforms had the weights of 0.3 and 0.01, respectively.
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Figure 10. Seismogeodetic displacement (left) and velocity (right) waveform fits at seven collocated GNSS/strong motion stations for the joint model. The
observed and synthetic data are in black and red, respectively. The numbers at right indicate the maximum amplitude values for each waveform.
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Figure 11. Map view of ALOS-2 line-of-sight displacement (after down sampling) (left), model prediction (middle) and residuals (right). The top panels are

for ascending track and the bottom ones are for descending track.

2.5 Checkerboard test

We conducted a series of checkerboard tests to investigate data
resolution and inversion stability. For the input model, the rake
angle was 270°, the rupture velocity was 2.8 km/s and the rise time
was 1 s. Each patch contains 2 x 2 subfaults 2km x 2km)
and was prescribed with 1 m of slip for every other patch. The
synthetic displacement and velocity waveforms were generated at
seven seismogeodetic stations. In the tests, we prescribed all the
parameters to be the same as in fault parameterization in section 2.2.
Besides, spatial and temporal smoothing was applied to regularize
the results, similar to the smoothing factors that we applied to the
real data. Results are demonstrated in Fig. 6. It can be seen that the
input slip pattern in general is well recovered, especially the shallow
portion.

3 RESULTS AND DISCUSSIONS

In the following, all kinematic source inversions were conducted by
the open source code MudPy (Melgar & Bock 2015), and the pre-
ferred model was chosen based on Akaike’s Bayesian Information
Criterion formalism (Fukahata et al. 2003).

3.1 Negligible deformation caused by M,, 5.5 aftershock

As mentioned before, in this study, we set the joint inversion
result as the benchmark to evaluate the performance of the
seismogeodetic data. Note that the InSAR coseismic deformation
measurements contains both main shock and aftershock contri-
butions due to the latency of post-earthquake SAR acquisitions
(see Fig. 5 and sentinel-1A provided by European Space Agency
http://www.esa.int/spaceinimages/Images/2016/08/Ground

displacement_from_Italy_s_earthquake). ~To avoid potential
inconsistency between the displacement measurements of seismo-
geodetic and InSAR data, first we investigated the impact of M,,
5.5 aftershock using only strong motion waveforms archived by
RAN (http://ran.protezionecivile.it/IT/index.php). To reduce the
scattering effects due to long propagation distance, we only used
stations within 30 km from the epicentre in the inversion. The raw
accelerator observations were integrated into velocity waveforms
after demeaning, detrending and tapering. The lower frequency
response of strong motion sensors is not reliable because of
baseline shift. As a result, a bandpass filter with corner frequencies
0f 0.02 and 0.5 Hz was applied to the obtained velocity waveforms
and the sampling rate was then decimated to 5 Hz from original
200 Hz, and the waveforms were cut with a 30 s long time
window with respect to the origin time. We adopted the aftershock
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from INGV (http://iside.rm.ingv.it/iside/).

hypocentre location (longitude 13.15°, latitude 42.79°, depth
8km), origin time (UTC, 24-08-2016 02:33:28), strike and
dip angles (327°, 43°) of fault plane from INGV (http:/cnt.
rm.ingv.it/en/event/7076161). The preferred model and corre-
sponding data fits are illustrated in Figs 7 and 8, respectively.

Our inverted moment magnitude is ~5.5. Most of slips concen-
trate at a quite deep depth (~9 km), which would cause less than
1.5 cm vertical and 4 mm horizontal deformation (see Supporting
Information Fig. S1). Clearly, even as the largest aftershock, the
M,, 5.5 event contributes only marginally to the overall deforma-
tion. In fact, this event was also modelled by Scognamiglio et al.

Downl oaded from https://acadenic.oup.com gji/article-abstract/213/3/1647/4923057
by Jet Propul sion Laboratory user
on 28 March 2018

(2016), and more strong motion satiations were used in their study.
We find that our model and their model have general consistencies
in the bilateral propagation and two deep slip asperities around the
epicentre.

In addition, we compared the static offsets estimated from seis-
mogeodetic displacements (caused by main shock) with solutions
reported by INGV (INGV Working Group et al. 2016) which were
obtained based on 3 d’s GNSS observations (including the effects
of both main shock and aftershocks) after the event (see in Fig. 2),
the estimates are nearly the same. Thus it is reasonable to combine
seismogeodetic waveforms and InSAR observations in this study


http://iside.rm.ingv.it/iside/
http://cnt.rm.ingv.it/en/event/7076161
http://cnt.rm.ingv.it/en/event/7076161

despite the different time span covered by each data set. Similarly,
we believe the effects of other smaller aftershocks are negligible.

3.2 Rupture features of the main shock from joint
inversion

Fig. 9 (bottom right) shows our preferred model of the main shock
from individual data set and joint inversion (Fig. 9d). The seismo-
geodetic displacement and velocity waveform data fits for the joint
model are shown in Fig. 10. Fig. 11 shows the InSAR model fit
and residuals. The InSAR residuals of both tracks are mostly cor-
related with the topography in this area, suggesting most residuals
are likely related to the tropospheric noise. In particular, there are
relatively larger InSAR residuals in descending tracks (>5 cm) to
the southeast of the epicentre. These residuals are also correlated
with the local topography. Variance reductions (VR) are calculated
by the method described in Melgar et al. (2012), and VR for static
GPS offsets, InSAR, displacement waveforms, velocity waveforms
are 90 per cent, 61 per cent, 57 per cent, 73 per cent.

As demonstrated in our joint model, the rupture propagated in
an asymmetrical pattern with two main asperities, one NW to the
hypocentre and another one above the hypocentre. We find most of
the slip occurred at depths from 3 to 6 km, with a length of about
20 km along strike, which confirms the results of previous published
model. The maximum slip was about 0.9 m, locating just above the
hypocentre. The total seismic moment reached 1.8 x 10'® Nm,
equivalent to a magnitude of M, 6.1. The majority of the seismic
energy was released within § s of the origin time. Fig. 12 depicts
the rupture evolution with snapshots at 1 s interval. As can be
seen, the rupture initiated near the hypocentre area and propagated
bilaterally toward updip very fast in the first 2 s. After that, the
main rupture front reached its updip limit, which may be related
to shallow clay-rich sedimentary layer (Mattei et al. 1997), and
extended further along the strike towards southeast and northwest,
with the northwest propagation dominating. The northwest rupture
accelerated around 6 s. Both slip patches were at the shallow depth
with the aftershocks located predominantly beneath coseismic slip
(see in Fig. 13). The complementary aftershock distribution was
possibly caused by coseismic stress change and early after slip.

The joint model parameters are listed in Supporting Information
Fig. S2.

Furthermore, we compared our model (Fig. 9¢) with the one ob-
tained by Tinti et al. (2016) which was inferred from 26 strong
motion stations. Overall, the two slip models agree with each other
quite well: shallow slip patches with two asperities, bilateral prop-
agation towards to NW and SE. The main difference is the rupture
area, our model shows obvious slips extending as far as 15 km to
the SE from the epicentre while theirs are limited to only 5km.
Possible cause is the sparse distribution and poor coverage of seis-
mogeodetic stations as there are only seven stations were adopted in
our study. Another possible factor is that we did not apply sidereal
filtering to the southernmost station INFN due to lack of observa-
tions on 23rd August despite that it was assigned the least weight in
the inversion.

3.3 Contributions of seismogeodetic data for reliable fast
seismic source inversion

To evaluate the potential benefits of seismogeodetic data for seismic
source imaging, we also present slip inversions using only strong
motion, high-rate GNSS waveforms (see in Figs 9a—c), respectively.
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Compared with our preferred model (Fig. 9d) in Section 3.2, we find
that:

With respect to strong motion only inversion, the data fits (see in
Fig. 14) are much better (VR = 82 per cent). However, the synthetic
static offsets from the favoured model slip model cannot fit the
GNSS observations quite well (see Fig. 9a). Besides, the maximum
slip is larger (around 1.0 m) and a third asperity appears in southeast
of the fault plane. The derived magnitude is ~M,, 6.25, which is
also greater. Generally, strong motion data seems to overestimate
the event size, which might be caused by the site effect (Bindi et al.
2011).

In contrast, the data fits (see in Fig. 15) for 1 Hz GNSS displace-
ment waveforms inversion are not that good, especially the vertical
components. Besides, only one major compact asperity is retrieved
(see in Fig. 9b). The synthetic static offsets, however, agree with the
observation nicely, and the magnitude is M, 6.1. Possible reasons
are relatively low sampling rate and SNR of the observations. In this
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maximum amplitude.

case, 1 Hz sampling rate may not be sufficient to model dynamic
rupture when all of the stations have a small epicentral distance
(Smalley 2009). The peak ground displacements are only up to
several centimetres, just around the detection level of the GNSS.
As a result, the pre-event fluctuations can be incorrectly treated as
seismic signals. Actually, using high-rate displacement waveforms
to constrain rupture process of medium-sized events tends to fit the
data not very well. For example, Melgar et al. (2015) use the high-
rate GPS to model the 2014 M,, 6.1 Napa earthquake and show a
moderate data fit.

In comparison, the slip model inferred from seismogeodetic
waveforms is close to the joint inversion model. The fits to seis-
mogeodetic data (see in Fig. 16) are quite satisfactory, and the mag-
nitude is also M,, 6.1. We find that there is a clear improvement for
displacement waveform fits. As noted, integration of strong motion
and high-rate GNSS reduces the noise level of displacement and ve-
locity waveforms, enhances temporal resolution while maintaining
the static offsets, which provide vital constrains on the reliable esti-
mation of earthquake magnitude. These advantages as highlighted
by kinematic source inversion confirm the unique contribution of
seismogeodesy for rapid response and modelling of earthquake
rupture.

Meanwhile, it should be pointed out that the resolved coseismic
slip distribution depends on many other factors such as the data sets
adopted, choice a particular inversion scheme, variant of seismo-
logical parameterization, geometry of the array, accuracy of earth
structure, spatial and temporal smoothing constrain. It has been
suggested that one should be cautioned against dogmatic interpre-
tation of inhomogeneous features on inverted slips, except gross
characteristics (Beresnev 2003). For example, there are at least four
published finite source models for this M,, 6.1 event (Tinti et al.
2016; Chiaraluce ef al. 2017; Huang et al. 2017; Liu et al. 2017),
each model is different but shares some common basic features. For
fast finite source modelling, we aim to retrieve gross features of an
earthquake. Seismogeodetic data synthesis the advantages of strong
motion and GNSS observations, help to reduce slip uncertainties
caused by each data set and contribute to refine the main features,
which have been demonstrated in our manuscript (see Fig. 9).

3.4 Implications for the deployment of colocated
GNSS/strong motion stations in Italy

While real-time high-rate GNSS data has been proved to be a valu-
able complement for fast seismic source inversion and earthquake

early warning (see e.g. Allen & Ziv 2011; Colombelli ef al. 2013),
due to model errors such as troposphere delays, multi-path effects,
satellite clock bias, particularly in real-time scenario, the accuracy
of real-time GNSS is limited in its application to the medium-sized
earthquakes (Melgar et al. 2015). Italy possesses one of the densest
earthquake monitoring network (real-time GNSS, strong motion,
etc.) in the world. However, statistically, most of the destructive
earthquakes in Italy are not larger than M,, 6.5, which limits the
use of the GNSS to reliably resolve real-time coseismic offsets
and displacement waveforms especially for the stations at larger
epicentral distance. In fact, after reviewing the published models
for Italy earthquakes, it is found that very few uses the high-rate
GNSS observations. Our own test of rupture inversions using only
GNSS displacement waveforms shows the data fit is poor and the
results are not trustworthy because of relatively large noise level.
Instead, as demonstrated in this study, integration of GNSS and
strong motion observations produces more accurate seismogeode-
tic waveforms and improves the finite source inversion, which has
the potential to be used for rapid response and earthquake early
warning. The colocation of GNSS and strong motion stations in
Italy will be more meaningful than other places given its proneness
to magnitude 6 or so earthquakes. For other two events that occurred
on 26th and 30th October 2016, the geometry of colocated stations
is not as ideal as the 26th August one (see Fig. 17). This reduces
the constraint from seismogeodetic records on the rupture details.
Our results highlight the importance to have more GNSS and strong
motion stations collocated in Italy in the future.

4 CONCLUSIONS

In this study, we demonstrated the application of seismogeodesy for
fast and reliable seismic source analysis through the example of the
2016 M, 6.1 Central Italy earthquake. We reanalysed the GNSS
data, and employed sidereal filter to reduce low frequency noise in
the displacement time-series. Through Kalman filter based combi-
nation, we generated more accurate seismogeodetic waveforms and
used them in the inversion. InSAR provided 2-D high resolution
ground deformation data (while the most of the errors come from
troposphere) for constraining and validating the seismogeodetic in-
version. Using strong motion data, we find that the largest M,, 5.5
aftershock contributed marginally to the whole deformation, which
ensures the feasibility of including InSAR observations for joint
inversion. The joint inversion model indicates that the total moment
for the main event was 1.8 x 10" Nm (~A,, 6.1) with a peak slip of
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nearly 90 cm locating southeast to the epicentre. The rupture spread
bilaterally with two slip asperities being revealed, one NW and the
other SE to the epicentre. Taking the joint inversion model as a ref-
erence, we find that the slip model inferred from individual strong
motion data tends to overestimate the magnitude, and cannot fit the
coseismic static offsets well. By contrast, the GNSS displacement
waveforms are too noisy but provide some valuable constraints on
magnitude estimation. Seismogeodetic data enhances temporal res-
olution and retains the long period information. The inferred slip
model from seismogeodetic data is close to the jointly inverted one.
Our results suggest more GNSS/strong motion stations should be
colocated in Italy where most of the earthquakes are medium-sized
to fully exploit the high-rate GNSS for earthquake study.
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Figure S1. Map-view of slip distributions from strong motion inver-
sion. Observed and predicted horizontal static displacements used
in the inversion are plotted with blue and red arrows, respectively.
Figure S2. Map-view of slip distributions from 1 Hz GNSS dis-
placement waveforms. Observed and predicted horizontal static
displacements used in the inversion are plotted with blue and red
arrows, respectively.

Figure S3. Map-view of slip distributions from seismogeodetic
inversion. Observed and predicted horizontal static displacements
used in the inversion are plotted with blue and red arrows, respec-
tively.

Figure S4. Map-view of slip distributions from joint inversion.
Observed and predicted horizontal static displacements used in the
inversion are plotted with blue and red arrows, respectively.
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